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Abstract

The action languageA is a simple high-level language for
describing transition systems. In this paper, we extend the
action languageA by allowing a unary modal operator in
the underlying propositional logic. The extended language
requires very little new machinery, and it is suitable for de-
scribing transitions between Kripke structures. We consider
some formal restrictions on action descriptions that preserve
natural classes of Kripke structures, and we prove that the
modal epistemic extension ofA naturally subsumes related
approaches to reasoning about knowledge. We conclude with
some plans for future work.

Introduction
The action languageA is a simple high-level language for
reasoning about the effects of actions (Gelfond & Lifschitz
1993). The basic language is suitable only for simple ac-
tion domains, but it has been extended several times to ad-
dress a wide range of problems (Baral & Gelfond 1997;
Baral, Gelfond, & Provetti 1997). In this paper, we sug-
gest that it is possible to increase the representational power
of A without changing the action language itself. Instead,
we look at extending the underlying propositional logic by
adding modal operators. We consider the expressive power
of the modal extension, and compare the framework with
related work on epistemic extensions ofA.

Preliminaries
Notation and Conventions
We employ a standard set{¬,∧,∨} of propositional con-
nectives. Given a propositional signatureF , a literal is an
element ofF or an element ofF prefixed with the negation
symbol. The complement of a literalf will be denoted byf̄ .

We assume the reader is familiar with propositional modal
logic, as outlined in (Chellas 1980). To fix notation and ter-
minology, we reiterate a few important definitions. We re-
strict attention to modal logics with a single unary modal op-
erator. A Kripke structure is a tripleM = 〈M,R, π〉, where
M is a non-empty set,R is a binary accessibility relation on
M andπ associates a subset ofM with every atomic for-
mula. The satisfaction relationM,m |= φ is given by the
standard recursive definition; we omit the mention ofM if
it is clear from the context.

LetL be a modal logic given by a set of axiom schemata,
and letΠ be a set of Kripke structures. We say thatL is
determined byΠ if the set of theorems ofL is identical to
the set of formulas valid inΠ. In practice, we will refer
to a modal logic either by a set of axioms or by a set of
Kripke structures, depending on which presentation is more
convenient for the task at hand.

Many important modal logics are determined by placing
natural restrictions on the accessibility relation. We men-
tion three examples:KT , KB, andK4. These modal log-
ics are determined by the classes of structures in which the
accessibility relation is reflexive, symmetric, and transitive,
respectively. If we combine all three restrictions then the ac-
cessibility relation must be an equivalence relation, and we
have the modal logicS5.

The logicS5 is the standard modal epistemic logic. The
intuition is that two worlds are related by the accessibility
relation if they are indistinguishable to the underlying agent.
Typically, in epistemic logic, we use the symbolK to denote
the modal operator. In the general case, there may be sev-
eral knowledge operators corresponding to different agents.
For our purposes, it will be sufficient to restrict attention to
the single-agent case. For a detailed discussion of epistemic
logic, we refer the reader to (Faginet al. 1995).

Action LanguageA
We briefly review the syntax and semantics of the action lan-
guageA, as introduced in (Gelfond & Lifschitz 1993).

Let F denote a fixed set of fluent symbols and letA de-
note a fixed set of action symbols. We think ofF as a propo-
sitional signature, and it is understood that formulas and lit-
erals inA are taken over the setF. The syntax ofA is given
by specifying a class of propositions. We restrict attention
to the so-called effect propositions.

Definition 1 An effect proposition of the languageA is an
expression of the form

A causes L if F

whereA ∈ A, L is a literal, andF is a conjunction of
literals. A set of effect propositions is called an action de-
scription.

In order to give meaning to action descriptions, we need
to associate a transition relationΦAD with every action de-



scriptionAD. The following definition describes how this
is done.
Definition 2 LetAD be an action description, lets be an
interpretation ofF and letA be an action symbol. Then
ΦAD(s,A, s′) if

E(A, s) ⊆ s′ ⊆ E(A, s) ∪ s
where E(A, s) is the set of literals L such that
(A causes L if F ) ∈ AD and every literal inF holds
in s.
Intuitively, the transition relation maps a pair(s,A) to a new
interpretations′ that is exactly likes except that the fluents
affected byA have changed values.

A great deal of work has been done on planning with ac-
tion languageA and its extensions (Lifschitz 1999). The
standard approach is to translateA into logic programming
in a manner that allows plans to be identified with answer
sets.

Motivating Example: Adding Knowledge
Many actions do not change the state of the world, but they
do change the knowledge of an agent. For example, the card
game Clue can be formalized as a game in which the state of
the world never changes and every action simply alters the
knowledge of the players (van Ditmarsch 2002). As a more
practical example, cryptographic protocols can be seen as a
sequence of knowledge producing actions (Burrows, Abadi,
& Needham 1989). In order to formalize action domains of
this nature, we need to extendA with some formal represen-
tation of knowledge.

As far as we know, there have been no previously pub-
lished modal epistemic extensions ofA. However, there
have been extensions that address knowledge by introduc-
ing new propositions for representing the effects of sens-
ing actions (Lobo, Mendez, & Taylor 2001; Son & Baral
2001). Basically these approaches focus on modelling dy-
namic knowledge about atomic facts. Lobo et. al. acknowl-
edge that there are some situations in which a modal ap-
proach would be advantageous. For example, they suggest
that a modal approach may provide a more natural frame-
work for modelling situations in which introspective agents
need to perform frequent checks on the current knowledge
state.

We suggest that adding a modal knowledge operator toA
has some practical advantages over alternative approaches.
In particular, by adding a modal operator, we obtain an ac-
tion language that is immediately familiar and comprehensi-
ble to those with an elementary knowledge of modal logic.
Moreover, using a modal knowledge operator is a natural
way to represent nested knowledge in a multi-agent environ-
ment. Representing nested knowledge is essential for cryp-
tographic protocol verification.

We remark that we do not attempt to give a complete ac-
count of knowledge change. Instead, we give a simple treat-
ment of knowledge change at the normal level of abstraction
for A descriptions. We hope that the resulting language will
be useful for high-level evaluation of related formalisms,
similar to the evaulation demonstrated in (Kahramanoğulları
& Thielscher 2003).

Overview
The main contribution of this paper is the introduction of a
simple extension ofA that allows a unary modal operator in
the underlying propositional logic. The basic framework can
be seen as a first step towards a complete treatment of modal
change inA; it provides a simple foundation that may be ex-
tended to reason about a wide range of modal action effects.
Although the present system is very simple and relatively
limited in the transition relations that it can represent, the
epistemic variant is sufficiently expressive to describe plan-
ning domains with sensing actions and incomplete informa-
tion.

In the next section, we give the basic syntax and semantics
for the modal extension of the action languageA, and we
look at a motivating example. In the following section, we
look at the modal epistemic extension ofA and we demon-
strate that it subsumes two existing approaches to the repre-
sentation of epistemic action effects inA. We conclude with
some directions future work.

Adding Modal Operators
Syntax
Let A be a fixed set of action symbols, letF be a fixed set
of fluent symbols, and letL be a fixed modal logic with a
single unary modal operator�.

We want to extendA minimally to allow modal action ef-
fects. We remark that action effects inA are always literals;
this restriction allows us to avoid dealing with disjunctive ef-
fects in the semantics. We will assure that disjunctive modal
effects are also prevented.

Definition 3 A proposition of the action languageA[L] is
an expression of the form

A causes φ if PRE

whereA ∈ A, PRE is a formula, andφ is either a literal
or a formula of the form�ψ for someψ.

Notice thatψ need not be a literal; any formula can be the
modal effect of an action. As in the standard case, anaction
descriptionis a set of propositions.

Let LK denote the logicS5 with unary modal operator
K; we think ofK as a modal knowledge operator. In this
context, it is natural to think of propositions of the form

A causesKφ if PRE

as descriptions of sensing action effects.

Semantics
As in A, the semantics ofA[L] is given by associating a
transition relation with each set of propositions. However,
to deal with modal action effects, we need transition rela-
tions between Kripke structures. To facilitate the discussion,
we adopt a functional notation. Hence, with each action de-
scriptionAD, we define a transition functionΦAD. With
this notation,ΦAD(M, A) denotes the Kripke structure that
results when actionA is executed in the structureM.

The following definition associates a transition function
ΦAD with an action descriptionAD.



Definition 4 LetAD be an action desription inA[L]. Let
M = 〈M,R, π〉 be a Kripke structure forL and letA ∈
A. The Kripke structureΦAD(M, A) = 〈M∗, R∗, π∗〉 is
defined as follows.

1. M∗ = M

2. If f ∈ F andm ∈ M , thenm ∈ π∗(F ) iff one of the
following conditions holds:
• m ∈ π(f) and neitherf nor f̄ occurs as a non-modal

effect of a proposition inAD
• f occurs as a non-modal effect of a propositionP in
AD, and the precondition ofP is satisfied bym in M.

3. R∗(m1,m2) holds iff the following both hold
• (m1,m2) ∈ R
• there is no rule inAD of the form

A causes �φ if PRE

whereM,m1 |= PRE andM,m2 |= ¬φ
Definition 4 is more intuitive if it is considered procedu-

rally. Given a structureM and an actionA, we construct
ΦAD(M, A) as follows:

1. The fluent values of each world are updated exactly as
they would be inA, looking only at the propositions with
non-modal effects.

2. For each modal effect�φ and each worldm, remove all
edgesRm1m2 whereM,m1 |= PRE andM,m2 |=
¬φ.

It is easy to see that this procedure gives the correct result.
Note that preconditions are always evaluated in the initial

Kripke structure, rather than the successor structure. The
accessibility relation is changed in the successor structure to
guarantee that action effects will be true in all appropriate
states, although it is possible that the preconditions will no
longer be true. This is the natural extension ofA effects to a
modal setting.

We remark that, in the transition between structures,
edges are never added. Hence, in the case of knowledge,
we can think of modal action effects asrefinementsto the
agent’s knowledge. Certainly it would be interesting to con-
sider actions that reduce an agent’s knowledge as well; such
actions could be represented by action effects of the form
¬�φ. We leave this problem for future work, and restrict
our attention to simple refinements for the present paper.

The following example illustrates how to apply the basic
definitions.

Example Consider the languageA[LK ]. We represent a
situation with a single agent inside a room with a window.
Looking out the window allows the agent to determine if
it is raining or not. LetAD denote the action description
containing the following propositions:

LookOutWindow causesK(Rain) if Rain
LookOutWindow causesK(¬Rain) if ¬Rain.

Informally, the first proposition says that looking out the
window causes the agent to know it is raining, provided that

it is in fact raining. The second proposition makes the paral-
lel assertion for non-raining worlds.

Suppose thatM = 〈M,R, π〉 is a structure where
the accessibility relation is universal. We construct
ΦAD(M,LookOutWindow).

According to Definition 4, the set of worldsM remains
unchanged. Moreover, since there are no non-modal ac-
tion effects, the interpretation functionπ also remains un-
changed. Hence, all that changes is the accessibility re-
lation. Letm ∈ M and supposem ∈ π(Rain). Due
to the first proposition inAD, we need to remove all
edges fromm to worlds where it is not raining. So, in
ΦAD(M,LookOutWindow), the worldm will be related
to a worldm′ if and only ifm′ ∈ π(Rain). Similarly, by the
second proposition inAD, we remove all edges from non-
raining worlds to raining worlds. The resulting accessibil-
ity relation is an equivalence relation with two equivalence
classes that partition the worlds based on the value ofRain.
This result is consistent with the intuitive interpretation of
the accessibility relation as an indistinguishability relation;
after looking out the window, the agent is able to distinguish
raining worlds from non-raining worlds.

The preceding example highlights an interesting issue. In
particular, one might observe that the effects of both propo-
sitions inAD are obtained by adding a� to the precon-
ditions. By constrast, one might be interested in the inter-
pretation of an action descriptionAD′ containing the single
proposition

LookOutWindow causesK(Rain).

This proposition asserts that looking out the window causes
the agent to know it is raining, whether or not it is ac-
tually raining. Suppose thatM is an S5 structure con-
taining a worldm where it is not raining. LetM′ =
ΦAD′(M,LookOutWindow). Applying Definition 4, it is
clear thatm is a world inM′ but m is not related to it-
self inM′. Informally, the edge(m,m) is removed in the
transition between structures. ThereforeM′ is not anS5
structure, because the accessibility relation is not reflexive.

Clearly this is a problem. The transition function between
Kripke structures is intended to describe how the knowledge
of an agent changes. Presumably, however, the fundamental
nature of knowledge should not be changed by action exe-
cution. Does this mean that action descriptions likeAD′ are
pathological? We suggest that the status ofAD′ depends on
the modal logic of interest. For example, if we are interested
in augmentingA with anS5 modality, then we would like
to assure that the transition functions defined by action de-
scriptions always map equivalence relations to equivalence
relations. Hence, for epistemic logic, we want to say that
AD is an admissible action description, butAD′ is not ad-
missible because it does not preserve reflexivity. For some
other modal logics, however,AD′ may be perfectly accept-
able. For example, in a modal logic of belief, we may allow
action descriptions likeAD′ because preserving reflexivity
would not be important.

In a general modal setting, we would like to ensure that
action descriptions preserve all of the important structural



characteristics of the modality under consideration. Preser-
vation properties of this sort are the topic of the next section.

Standard Modal Logics

Let Π be a class of Kripke structures, and letAD be
an action description. We say thatAD preservesΠ if
ΦAD(M, A) ∈ Π wheneverM∈ Π.

Definition 5 LetL be a modal logic determined by a class
of structuresΠ. AnL-description is an action description
for A[L] that preservesΠ.

We now provide restricted classes of action descriptions
that preserve some natural systems of modal logic. The
proofs are included at the end of the paper.

Proposition 1 Let AD be a set of propositions such that
PRE |= φ for every rule inAD of the form

A causes �φ if PRE.

ThenAD is aKT -description.

Proposition 2 Let AD be a set of propositions such that,
for every rule inAD of the form

A causes �φ if PRE,

AD also contains a rule of the form

A causes �¬PRE if ¬φ.

ThenAD is aKB-description.

Proposition 3 Let AD be a set of propositions such that,
for every rule inAD of the form

A causes �φ if PRE,

AD also contains a rule of the form

A causes ��φ if PRE.

ThenAD is aK4-description.

Note that the conditions of each proposition are sufficient,
but not necessary. Hence, although any action description
satisfying Propositions 1 - 3 is anS5-description, there are
also manyS5-descriptions that do not satisfy the given con-
ditions. For example, there are certainly finite action de-
scriptions that preserveS5, but every action description sat-
isfying the condition in Proposition 3 must be infinite.

Informally, the class of action descriptions that are ad-
missible in the action languageA[L] is the class ofL-
descriptions. However, giving a constructive definition of
this class for any interesting modal logicL is a non-trivial
problem. For some natural modal logics, it is clear that no
simple syntactic characterization can be given. For exam-
ple, specifying a useful class of descriptions that preserve
seriality is difficult, due to the fact that we only allow re-
finements. As a result, the current framework has somewhat
limited applicability to logics determined by non-reflexive,
serial structures.

Related Formalisms
Epistemic Action Languages
Two epistemic extensions ofA have been proposed in the lit-
erature(Lobo, Mendez, & Taylor 2001; Son & Baral 2001).
Originally, each of them was namedAK . In order to reduce
ambiguity, we refer to the extension of Lobo et. al. asAL

and we refer to the extension of Baral et. al. asAB .

The Action LanguageAL

Assume that the action symbols inA are partitioned into
sensing actions and non-sensing actions. InAL, there are
two kinds of propositions. First of all, ifA is a non-sensing
action,f is a literal, andPRE is a conjunction of literals
then

A causes f if PRE

is a proposition ofAL. If A is a sensing action,f is a fluent
symbol, andPRE is a conjunction of literals, then

A causes to know f if PRE

is a proposition. In this proposition,f must be a fluent sym-
bol because the intended interpretation is that the execution
ofA causes the agent to know the truth value off . This con-
trasts with our modal effect propositions which assert that an
action causes a certain modal formula to be true. Informally,
AL is making a higher level assertion about the propertyf
rather than a first-order assertion about the truth value of a
formula.

We remark that non-deterministic action effects can also
be represented inAL through a third propositional form.
However, we will not consider non-deterministic effects in
this paper.

Given an action descriptionAD, we say thatf is apoten-
tial sensing effectof A if AD contains a proposition of the
form

A causes to know f if PRE.

The knowledge preconditionof a fluent symbolf with re-
spect to a sensing actionA is the disjunction of all of the
preconditions appearing in propositions involving the action
A and the sensing effectf .

The semantics ofAL uses the notion of asituation. A
situation is a set ofstatesand a state is an interpretation of
the set of fluent symbols. A fluentf is true in a situationΣ
if it is true in every state inΣ, it is false if it is false in every
state inΣ and it is unknown otherwise. Truth or falsity in
AL is understood to reflect the knowledge of an agent, and
knowledge is understood to be correct but not necessarily
complete.

The semantics ofAL associates a transition relationΦAD

with every action descriptionAD. We give the definition for
the special case where each action has at most one potential
sensing effectf . Let Σ be a situation and letA be an action
symbol. The triple(Σ, A,Σ∗) is in ΦAD if and only if the
following hold.

1. IfA is non-sensing, then the interpretation associated with
each world inΣ∗ is the interpretation obtained by updat-
ing the worlds ofΣ in accordance with theA propositions
in AD.



2. If A is sensing, andf is unknown with preconditionP ,
thenΣ∗ satisfies one of the following three conditions

(a) Σ∗ is the set of states inΣ whereP andf hold
(b) Σ∗ is the set of states inΣ whereP and¬f hold
(c) Σ∗ is the set of states inΣ where¬P holds

Hence, given a pair(Σ, A) whereA has a single potential
sensing effect, there will generally be three possible succes-
sor situations. A set of situations is called anepistemic state.
Hence, the semantics ofAL actually maps a situation and an
action to an epistemic state.

We illustrate the intuition behind the the effects of sensing
actions with an example.

Example Consider the proposition

Listen causes to know MusicOn if ¬EarPlugs.

If an agent executes the actionListen, there are 3 possible
outcomes.

1. The agent learns thatMusicOn is true.

2. The agent learns thatMusicOn is false.

3. The agent does not learn the value ofMusicOn.

The only way the third possibility can happen is if the agent
is wearing ear plugs. Hence, if the agent listens and still does
not know the value ofMusicOn, then the agent is justified
in concluding thatEarPlugs is true.

In general, each action may have several potential sens-
ing effects. We briefly outline how the definition above
can be extended to handle multiple sensing effects. We say
that a situation is(f, P )-admissible with respect to an ac-
tion A if it satisfies the definition given above. Now sup-
pose thatA hasn potential sensing effectsf1, . . . , fn with
corresponding knowledge preconditionsP1, . . . , Pn. In this
case,ΦAD(Σ, A,Σ∗) holds if and only ifΣ∗ is the intersec-
tion of n situationsΣ1, . . . ,Σn where eachΣi is (fi, Pi)-
admissible with respect toA. We refer the reader to (Lobo,
Mendez, & Taylor 2001) for the details.

From AL to A[LK ]
In this section, we translateAL into A[LK ]. To begin, we
present the translation and give an intuitive explanation.

Definition 6 LetAD be an action description inAL. The
A[LK ] action descriptionτ(AD) is obtained fromAD as
follows.

1. Every non-sensing proposition inAD is in τ(AD).
2. For each actionA with potential sensing effectf and

knowledge preconditionP , τ(AD) contains the follow-
ing propositions:

A causesK(f ∧ P ) if f ∧ P
A causesK(¬f ∧ P ) if ¬f ∧ P
A causesK¬P if ¬P.

Suppose thatAD is an action description involving an ac-
tion A with a single potential sensing effectf with knowl-
edge preconditionP . If A is executed, thenΦτ(AD) maps a

'
&

$
%

'
&

$
%

'
&

$
%

f ∧ P ¬f ∧ P

¬P

@
@
@R@

@
@I �

�
�	�

�
��

-
�

Figure 1: Partitioning Accessibility

Kripke structureM to a new structureM′ in which the ac-
cessibility relation is refined as illustrated in Figure 1. Each
circled region represents the set of worlds in which the indi-
cated formula is true. The edges ofM that go between the
circled regions are removed inM′. Clearly, the three cir-
cled regions together form a partition of the universe. This
observation suggests that action descriptions in the image
of τ will preserve equivalence relations. We formalize this
claim in the following proposition.

Proposition 4 LetAD be a set ofAL propositions. The set
τ(AD) is anS5-description.

We will prove thatτ(AD) is the translation ofAD into
A[LK ]. First, we illustrate that there is a natural way to turn
an epistemic stateE into a Kripke structureME . For the
moment, assume that the collection of situations inE are
pairwise disjoint. We discuss this assumption below. Define
ME = 〈M,R, π〉 as follows.

1. M =
⋃
E

2. R(m1,m2) iff there isΣ ∈ E such thatm1,m2 ∈ Σ

3. for any fluentf ,m ∈ π(f) iff f ∈ m
Clearly R is an equivalence relation and, moreover, each
Σ ∈ E corresponds to the equivalence class[s] generated
by s ∈ Σ. If Σ is a situation, we writeMΣ as an abbrevia-
tion forM{Σ}.

The assumption that the elements ofE are pairwise dis-
joint is a simplifying assumption to assure that each state in
each situation inE corresponds to a unique element in the
universe ofME . Without this assumption, we can still de-
fine a natural structure representingE by using a universe
of ordered pairs where one component is an interpretation
s and the other component is a situationΣ ∈ E containing
s. However, for our purposes, it is sufficient to consider the
restricted case described above.

The following result demonstrates the close relationship
betweenAL andA[LK ].

Theorem 1 LetAD be anAL action description, letΣ, Σ∗

be non-empty situations, and letA be a sensing action in
AD. ThenΦAD(Σ, A,Σ∗) if and only if Σ∗ is an equiva-
lence class inΦτ(AD)(MΣ, A).



Intuitively, this says that, under a natural translation between
situations and structures,ΦAD and Φτ(AD) represent the
same transition relation.

From AB to A[LK ]
Our summary ofAB and the ensuing translation will be
somewhat brief, because the details are very close to the
translation we have just seen. The syntax ofAB introduces
a new set of propositions of the form

A determines f.

The intended interpretation of such a proposition is that an
agent will know the value off after executingA.

The semantics ofAB is based on pairs〈s,Σ〉, wheres is
a state andΣ is a set of states containings. The states rep-
resents the actual world, andΣ represents those worlds that
are believed to be possible. For simplicity, we assume that
all actions are either sensing actions or non-sensing actions;
strictly speaking this distinction is not required.

We associate a transition functionΦAD with every
AB action description. IfA is a non-sensing action,
ΦAD(〈s,Σ〉, A) is obtained by updating each world inΣ in
accordance with the semantics ofA. If A is a sensing action,
and

A determines f
is in AD, then ΦAD(〈s,Σ〉, A) is obtained by removing
from Σ each world that differs froms in the interpretation
of f .

The translation fromAB is essentially identical to that
fromAL, except that there are no knowledge preconditions.
GivenAD, we constructσ(AD) by replacing each proposi-
tion of the form

A determines f

with two propositions

A causesKf if f
A causesK¬f if ¬f

We have the following result.

Theorem 2 LetAD be a set ofAB propositions, lets be a
state, letΣ be a set of states containings, and letA be an
action symbol that only occurs in propositions of the form

A determines f.

ThenΦAD(〈s,Σ〉, A) = 〈s, [s]〉where[s] denotes the equiv-
alence class ofs in Φσ(AD)(MΣ, A).

We remark that there is one important difference between
AB andA[LK ]. Namely, the semantics ofAB incorpo-
rates a distinguished state representing the actual state of
the world. This difference can be eliminated by consider-
ing Kripke structures of the form〈M,R, π, a〉, wherea rep-
resents the actual world. The semantics ofA[LK ] is un-
changed, except to state thata remains constant in every
transition.

We have seen that bothAB and (deterministic)AL can
be naturally embedded in the languageA[LK ]. As a result,

a simplified fragment ofA[LK ] can be translated into logic
programming for planning (Son, Huy, & Baral 2004). Sim-
ilarly, a restricted portion of the language can be translated
into epistemic logic programming(Lobo, Mendez, & Taylor
2001).

Discussion

Future Work

There are three directions in which we would like to ex-
tend the present work. First of all, we would like to for-
mally address propositions that add edges to the accessi-
bility relation. Such propositions are useful for describing
non-determinisitic action effects. Moreover, some combina-
tion of adding and removing edges is required to give natural
descriptions that preserve seriality. This is an important con-
cern for the representation of some natural modal logics. For
example, if we would like to represent change in the context
of deontic logic, we need to be able to preserve seriality.

The second extension we would like to consider would al-
low multiple agents, each with their own individual knowl-
edge. Some work has already been done on the treatment of
epistemic action effects in a multi-agent environment (van
Ditmarsch 2002). This is a difficult problem, because a
single action may affect the knowledge of each agent dif-
ferently. For example, van DitMarsch formally analyzes
the different epistemic effects brought about by whispering
some information to another agent versus announcing the
same information. We would like to be able to give a com-
pact treatment of this kind of action effect in the action lan-
guage framework.

Third, we would like to be able to implement a planner for
a less restricted class of modal action languages. In partic-
ular, we would like to allow some limited nesting of modal
operators in our descriptions. Such nesting is required to ad-
dress the representation of simple knowledge games, and it
is also required for the verification of communication proto-
cols. We would be interested in demonstrating the practical
utility of modal action languages by solving some realistic
verification problems.

Finally, we remark that there is nothing special about the
action languageA for our approach to modal action effects.
It simply provides a semantic framework with which we up-
date states in a Kripke structure. Clearly, many action lan-
guages could be used for this purpose.

Conclusion

There are many cases where a notion of necessity is use-
ful for representing the state of the world. By combining a
modal logic with the action languageA, we can create a sim-
ple tool for representing and reasoning about change in such
an environment. In this paper, we have provided a simple
extension of the action language framework for reasoning
about transitions between Kripke structures. The paradig-
matic example has been the representation of changes in the
knowledge of a single agent. We have seen that the modal
approach naturally subsumes existing approaches to reason-
ing about epistemic action effects, and it requires little for-



mal machinery on top of elementary modal logic and the
action languageA.

Proofs
Proposition 1 Let AD be a set of propositions such that
PRE |= φ for every rule inAD of the form

A causes �φ if PRE.

ThenAD is aKT -description.

Proof Let AD be a set of propositions satisfying the
premise, letA be an action symbol, letM = 〈M,R, π〉with
R reflexive, and letΦAD(M, A) = 〈M,R∗, π∗〉. Suppose
that (m,m) 6∈ R∗ for somem ∈ M . SinceR is reflexive,
we know that(m,m) ∈ R. Informally, this means that the
edge(m,m) is removed in the transition between structures.
Hence, there must be some proposition

A causes �φ if PRE

in AD such thatM,m |= PRE andM,m |= ¬φ. This
contradicts our assumption thatφ is a logical consequence
of PRE.

Proposition 2 Let AD be a set of propositions such that,
for every rule inAD of the form

A causes �φ if PRE,

AD also contains a rule of the form

A causes �¬PRE if ¬φ.

ThenAD is aKB-description.

Proof Let AD be a set of propositions satisfying the
premise, letA be an action symbol, letM = 〈M,R, π〉with
R symmetric, and letΦAD(M, A) = 〈M,R∗, π∗〉. Suppose
that (m,n) ∈ R∗ and(n,m) 6∈ R∗ for somem,n. Since
(n,m) 6∈ R∗, there must be some proposition of the form

A causes �φ if PRE

in AD, whereM, n |= PRE andM,m |= ¬φ. By as-
sumption,AD also contains

A causes �¬PRE if ¬φ.

SinceM,m |= ¬φ andM, n |= PRE, it follows from Def-
inition 4 that(m,n) 6∈ R∗, which is a contradiction. Hence
R∗ is symmetric.

Proposition 3 Let AD be a set of propositions such that,
for every rule inAD of the form

A causes �φ if PRE,

AD also contains a rule of the form

A causes ��φ if PRE.

ThenAD is aK4-description.

Proof Let AD be a set of propositions satisfying the
premise, letA be an action symbol, letM = 〈M,R, π〉
with R transitive, and letΦAD(M, A) = 〈M,R∗, π∗〉. As-
sume that(m,n) ∈ R∗ and (n, p) ∈ R∗. Now suppose
(m, p) 6∈ R∗, so there is some proposition

A causes �φ if PRE

in AD such thatM,m |= PRE andM, p |= ¬φ. By
assumption,AD also contains

A causes ��φ if PRE.

But then, sinceM,m |= PRE and(m,n) ∈ R∗, it follows
thatM, n |= �φ. Then, since(n, p) ∈ R∗, we must have
M, p |= φ. This is a contradiction, henceR∗ is transitive.

Proposition 4 LetAD be a set ofAL propositions. The set
τ(AD) is anS5-description.

Proof LetM = 〈M,R, π〉. LetA be a sensing action with
n potential sensing effectsf1, . . . , fn with knowledge pre-
conditionsP1, . . . , Pn. Let Φτ(AD)(M, A) = 〈M,R∗, π〉.
We remark thatπ has remained unchanged becauseA is a
sensing action. We prove thatR∗ is an equivalence.

By Proposition 1,R∗ is reflexive. Moreover, it is straight-
forward to modify the proof of Proposition 2 to prove that
R∗ is symmetric. All that remains is to show thatR∗ is tran-
sitive. Suppose thatR∗mn andR∗np, but notR∗mp. There
are three possible cases to consider.

1. m |= fi ∧ Pi andp |= ¬(fi ∧ Pi) for somei

2. m |= ¬fi ∧ Pi andp |= ¬(¬fi ∧ Pi) for somei

3. m |= ¬Pi andp |= Pi for somei

Suppose the first case holds. SinceR∗mn, it must be the
case thatn 6|= ¬(fi ∧ Pi). SinceR∗np, it must be the case
thatn |= ¬(fi ∧ Pi). Hence, the first case is not possible.
The other two cases lead to similar contradictions. Therefore
R∗ is transitive.

Theorem 1 LetAD be anAL action description, letΣ, Σ∗

be non-empty situations, and letA be a sensing action in
AD. ThenΦAD(Σ, A,Σ∗) if and only if Σ∗ is an equiva-
lence class inΦτ(AD)(MΣ, A).

Proof Let A be an action withn potential sensing effects
f1, . . . , fn with knowledge preconditionsP1, . . . , Pn.

Note thatMΣ = 〈Σ, R, π〉, whereR is universal and
p ∈ π(s) iff p ∈ s. Let Φτ(AD)(MΣ, A) = 〈Σ, R∗, π〉.

The relation relationR∗ is obtained by making the fol-
lowing changes toR, for eachi ≤ n:

1. remove edges(m,n) ∈ R wherem |= (fi ∧ Pi) and
n |= ¬(fi ∧ Pi)

2. remove edges(m,n) ∈ R wherem |= (¬fi ∧ Pi) and
n |= ¬(¬fi ∧ Pi)

3. remove edges(m,n) ∈ R wherem |= ¬Pi andn |= Pi

HenceR∗mn if and only if, for eachi, one of these condi-
tions holds:

1. m,n |= fi ∧ Pi



2. m,n |= ¬fi ∧ Pi

3. m,n |= ¬Pi

So Σ∗ is an equivalence class inR∗ if and only if Σ∗ =⋂n
i=1 Σi where eachΣi is a situation satisfying exactly one

of the following conditions:
1. Σi is the set of states inΣ wherefi andPi hold

2. Σi is the set of states inΣ where¬fi andPi hold

3. Σi is the set of states inΣ where¬Pi holds.
By definition, this holds if and only ifΦAD(Σ, A,Σ∗).

Theorem 2 LetAD be a set ofAB propositions, lets be a
state, letΣ be a set of states containings, and letA be an
action symbol that only occurs in propositions of the form

A determines f.
ThenΦAD(〈s,Σ〉, A) = 〈s, [s]〉where[s] denotes the equiv-
alence class ofs in Φσ(AD)(MΣ, A).
Proof Let f1, . . . , fn be the set of fluent symbols which
occur inAD in propositions of the form

A determines fi.

HenceΦAD(〈s,Σ〉, A) = 〈s,Σ∗〉 where Σ∗ is obtained
from Σ by removing all states that do not agree withs on
the value of somefi.

Recall that the accessibility relation inMΣ is universal.
Hence, the accessibility relation inΦσ(AD)(MΣ, A) is ob-
tained by starting with a universal relation and then remov-
ing every edge froms to any state that assigns a different
truth value to somefi. The edges froms that remain in
Φσ(AD)(MΣ, A) are precisely the edges to states that agree
with s on the truth value of everyfi. ThereforeΣ∗ = [s].
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