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Abstract – In maritime surveillance, the volume of infor-
mation to be processed is very large and there is a great deal
of uncertainty about the data. There are many vessels at sea
at every point in time, and the vast majority of them pose no
threat to security. Sifting through all of the benign activity to
find unusual activities is a difficult problem. The problem is
made even more difficult by the fact that the available data
about vessel activities is both incomplete and inconsistent.
In order to manage this uncertainty, automated anomaly de-
tection software can be very useful in the early detection of
threats to security. This paper introduces a high-level archi-
tecture for an anomaly detection system based on a formal
model of beliefs with respect to each entity in some domain
of interest. In this framework, the system has beliefs about
the intentions of each vessel in the maritime domain. If the
vessel behaves in an unexpected manner, these intentions
are revised and a human operations centre worker is noti-
fied. This approach is flexible, scalable, and easily manages
inconsistent information. Moreover, the approach has the
pragmatic advantage that it uses expert information to in-
form decision making, but the required information is easily
obtained through simple ranking exercises.

Keywords: Anomaly detection, maritime surveillance, be-
lief revision.

1 Introduction
Global maritime surveillance involves the monitoring of
several hundred vessels in many cases. Using existing sen-
sors, it is possible to monitor an individual ship very effec-
tively if we are aware that it may pose a threat to security.
However, due to the volume of information with which we
are faced, it is often difficult for a human observer to deter-
mine which ships should be subjected to detailed monitor-
ing. As such, the study of automated anomaly detection sys-
tems has emerged as an important topic in maritime surveil-
lance. In this paper, we present an approach to anomaly
detection based on a formal model of belief change that
has been developed in the Artificial Intelligence commu-
nity. We present our approach as a high-level architecture,
built to complement an existing rule-based expert system for
anomaly detection [13].

This paper makes two main contributions to existing lit-

erature. First, we illustrate how an existing approach to
designing anomaly detection software can be improved to
manage inconsistency. It is well known that anomaly detec-
tion is a significant problem in maritime surveillance. The
second contribution of this work is the introduction of a
practical application of formal belief change operators. This
contribution is significant in as much as the applications of
belief change operators are currently lagging behind the the-
oretical foundations.

2 Background
2.1 Anomaly Detection in the Maritime Do-

main
Monitoring maritime activities is clearly a critical concern
for security. The kinds of activities that we would like to
detect are numerous, ranging from relatively minor threats
such as illegal fishing to more serious terrorist attacks. In
the past, it was difficult to perform automated anomaly de-
tection because maritime data was too heterogenous. A mil-
itary operations centre typically has access to many sources
of information, including self reports, satellite imagery, di-
rect observation, and radar. Before this information can be
analyzed effectively, there is a difficult information fusion
problem that must be addressed. In particular, the informa-
tion must be used to identify tracks representing individual
vessels, along with all available data about the vessels. This
information fusion problem has been addressed to varying
degrees by different military surveillance groups around the
world. In this paper, we will make the assumption that we
are dealing with well-defined tracks that have been output
by a suitable fusion.

Given a set of tracks, several different approaches to
anomaly detection have been studied, including machine
learning approaches [6] and rule-based expert systems [13].
We suggest that both of these approaches are incomplete, for
different reasons. Approaches developed based on machine
learning do an excellent job of detecting unusual behavior,
but most military commanders are still not comfortable de-
pending entirely on software for security-critical problems.
For this reason, there is still a preference for military ap-
plications to be developed as mixed-initiative tools, where a
human expert is in the decision making loop. As such, al-
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though machine learning can help detect unusual behavior
in the maritime domain, it is still useful to supplement such
approaches with expert input.

The development of a rule-based expert system for
anomaly detection can be valuable, as it incorporates ex-
pert knowledge in the detection of anomalies. However, the
problem with such a system is that it only incorporates the
rules an expert uses to draw new conclusions. However, in
many cases these new conclusions will conflict with existing
facts. Therefore, a proper implementation of an expert sys-
tem for anomaly detection should incorporate some mech-
anism for resolving these conflicts. One of the main goals
of this paper is to illustrate one natural methodology for re-
solving this problem.

2.2 Belief Revision
Belief revision refers to the process that an agent uses to
incorporate new information about the state of the world. In
this section, we briefly outline the AGM approach to belief
revision [1]. This approach has been highly influential in
the Artificial Intelligence literature, and it has lead to a large
body of work on related approaches.

Let F be a set of boolean variables that describe various
features of the world. Informally, the set F is understood
to represent all aspects of the world that are relevant for a
given domain. Hence, an assignment of values to the vari-
ables in F represents a complete description of a particular
configuration of the world. A proposition is either an ele-
ment of F, or a combination of propositions using standard
connectives: ¬ (not), ∧ (and), ∨ (or). A state is a function
s that assigns the value true or f alse to each variable in
F. The notion of truth in a state is defined for propositions
using standard propositional truth tables; hence φ1 ∧ φ2 is
true in s just in case both φ1 and φ2 are true in s.

Typically, an agent will not have complete knowledge
about the state of the world, so the values of some variables
will be unknown. A belief set is a consistent set of propo-
sitions, representing all of the facts that an agent believes
to be true. In this paper, we will only be concerned with fi-
nite belief sets, which can actually be represented as a single
proposition by taking a conjunction. The fundamental prob-
lem in belief revision, is the following. How can a new fact
φ be incorporate into a pre-existing belief set Φ? Clearly,
if φ is consistent with Φ, then this is straightforward: we
simply add the proposition to the pre-existing beliefs. This
is known as belief expansion. However, if φ is not consis-
tent with Φ, then the problem is more difficult. Our goal
is to produce a new belief set Φ′ that incorporates φ, while
keeping as much of Φ as consistently possible.

An AGM belief revision operator is a function ∗ that maps
a belief set and a proposition to a new belief set, while sat-
isfying a set of logical postulates. For example, one of the
AGM postulates states that φ must be contained in the re-
vised belief set Φ ∗ φ. The complete list of postulates is
given in [1]; we will not produce the list here, since the de-

tails are not relevant for the present work. Instead, we give
a semantic characterization of the postulates due to Grove
[8]. It can be demonstrated that every revision operator de-
pends on a total pre-order of states associated with each be-
lief set. Hence, in order to compute Φ ∗ φ, we first need
to define an ordering < over states where the minimal states
are precisely those where the propositions in Φ are true. The
revision operator then computes ∗ by taking the <-minimal
states that also satisfy φ.

Example Suppose that an intelligence agency is tracking
the location of a target individual, by monitoring the coun-
try where he or she is located. Let F be the set of fluents
inCOUNTRY where COUNTRY ranges over all countries in
the world. Suppose that it is believed that the individual is
currently located in North America. This can be represented
by the belief set:

Φ = {inCANADA ∨ inUSA ∨ inMEXICO}.

Now suppose we are told that the individual is not in any of
these countries. Hence, we want to compute Φ ∗ φ, where φ
is the following proposition:

φ = ¬(inCANADA ∨ inUSA ∨ inMEXICO).

In order to define the ∗ operator, we first need to determine
a plausible ordering on states. In this case, geographic prox-
imity is a reasonable candidate. Hence, the most plausible
alternative locations are those that are geographically closest
to the countries in North America. Hence, we may plausibly
define Φ ∗ φ to be the following belief set:

{inGREENLAND ∨ inRUSSIA ∨ inGUATAMALA}.

While the preceding example is very simplistic, it illus-
trates the kind of reasoning that can reasonably be car-
ried out by an automated belief revision system. The only
human-level involvement required is the specification of an
appropriate ordering over alternative states. However, this
can be done offline.

3 Belief-Based Anomaly Detection
There are two kinds of maritime anomalies that concern op-
erations centre workers. The first kind of anomaly is an
anomaly that occurs regularly, but has minor consequences.
Examples of this kind of anomaly include illegal fishing
anomalies and illegal immigration anomalies. While both of
these activities are important to monitor, the consequences
of missing them are relatively insignificant. For this rea-
son, anomalies of this sort can be detected in real time as
they occur. The second kind of anomaly is an anomaly that
occurs very rarely, but has major consequences if it goes un-
detected. Examples of this kind of anomaly include terrorist
attacks and vessel hijacking.
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The problem with anomaly detection systems based
purely on machine learning algorithms is that we may not
have sufficient training data to detect the second kind of
anomaly. Certain kinds of terrorist attack have simply never
occurred previously, but we would like to detect them the
first time that they occur. There is no guarantee that train-
ing a machine learning algorithm based on historical data
will converge to detect such attacks, and the risk is too great
to simply trust such an approach. For this reason, we pro-
pose that automated anomaly detection systems need to in-
corporate expert knowledge in the detection of anomalies.
In fact, we propose that anomaly detection systems should,
to the greatest extend possible, simply mimic the reason-
ing of an operations centre worker. The problem with man-
ual anomaly detection is that workers can not look at every
track. An automated anomaly detection system should act
as a reasoning prosthetic for military experts, by applying
expert knowledge in the analysis of each track.

Once we take this perspective on anomaly detection, it
becomes clear that a simple rule-based approach is not suf-
ficient. Expert reason using more sophisticated forms of
knowledge than simple if-then rules. In this section, we
set out a basic model of expert reasoning about maritime
anomalies that is more sophisticated than a basic rule-based
approach. However, we suggest that the reasoning is still
simple enough to be tractable.

3.1 High-Level Architecture
A high-level architecture for a the rule-based anomaly de-
tection system is provided in Figure 1. This figure is essen-
tially based on the system described in [13], although the
architecture is generic enough to describe any standard pro-
duction system for anomaly detection.
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Figure 1: Rule-Based Anomaly Detection

The system has two main inputs: data and rules. The data
input consists of a variety of reports, including 24-hour ship
reports, 96-hour ship reports, and AIS reports. The rules
have been defined by military experts to describe situations
that a military operations centre worker would consider un-
usual. The system proceeds by first translating the data into
a suitable format, then using a production system to produce
a new formal description of the world which is visualized for
an operations centre worker.

The problem with this architecture is that it does not in-
volve any representation of inconsistency or conflict. This
problem is obscured in [13] because the system appears to
mainly involve rules of the form:

If CONDITION then ANOMALY.

This kind of rule is only able to conclude that a certain kind
of anomaly has occurred, it does not postulate new facts.
This kind of system detects the anomaly when it occurs. In-
stead, we need to detect the anomaly before it occurs.

This is a very conservative model of the reasoning per-
formed by an operations centre worker. In realistic situa-
tions, an operations centre worker would follow a procedure
more like the following:

1. Examine data from sensors and reports.

2. Project future activities.

3. Apply expert knowledge to see if anything strange is
happening.

4. If something strange is happening, modify projected
future activities.

In terms of an automated system, we can abstract these steps
into the following basic steps:

1. Get data.

2. Input data to projection engine.

3. Apply rules.

4. Revise projected beliefs.

In order to model this process, we propose the extended
architecture for anomaly detection presented in Figure 2. In
this architecture, we make it explicit that the incoming data
from reports and sensors gives an incomplete picture of the
world. Therefore, the encoding of the world is actually a
set of possible configurations of the world, which we call a
belief set. In this framework, the production system outputs
a collection of new facts that may or may not be consistent
with our current beliefs. Incorporating these new facts re-
quires the system to revise the previous beliefs, using a new
belief revision subsystem. The outcome of belief revision is
used to produce a new belief set, which is then presented to
the operator using a suitable vizualization.
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From a practical perspective, one important feature of this
architecture is that it makes it clear that we need a more
sophisticated knowledge elicitation process. In a standard
rule-based systems, we need to interview military experts
and abstract a set of rules that capture the knowledge ob-
tained from the interviews. This is a relatively straightfor-
ward process, because if-then rules are relatively easy to
understand from a non-techincal perspective. In our pro-
posed architecture, we need three different forms of expert
knowledge. First we need sufficient information to define a
projection engine. Second, we need if-then rules specifying
anomalies. Third, we need enough information to define a
revision engine. In the following sections, we discuss each
of these inputs as well as the difficulty of encoding the rele-
vant expert knowledge.
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Figure 2: Belief-Based Anomaly Detection

3.2 Deriving Projections
Following information fusion, the data available at a mar-
itime operations centre includes a vessel type, along with
a path that the vessel has been following. Moreover, there
are existing ontologies and databases of all possible types
of vessels that are relevant for developing maritime domain
awareness [7]. As such, we need a system that takes a ves-
sel path and a vessel type as input, then outputs a projected

future path.
Projections can be derived by humans, or also by machine

learning algorithms. In one recent study, it was estimated
that approximately 80% of observable vessels behave in a
manner than can be predicted by a human operations centre
worker [6]. There are several reasons for this fact. For ex-
ample, for commercial vessels there are pragmatic reasons
for following a predictable path. Specifically, commerical
vessels tend to follow a “great circle route” between two
points, as this is known to be the shortest path. Although
some deviation may occur due to bad weather, the general
pattern is relatively stable. Similarly, fishing vessels exhibit
consistently predictable behavior.

Although human observers can project the future be-
haviour of a vessel with a high degree accuracy, it is also
possible to automate this process using machine learning al-
gorithms. This is the approach taken by DARPA in the de-
velopment of the Predictive Analysis for Naval Deployment
Activities program (PANDA) [6]. We suggest that this ap-
proach is preferable over human projections for the simple
reason that it is difficult for humans to precisely describe
routes in ordinary language. This is a common problem in
the development of decision support systems for military
use; acquiring expert knowledge in a suitable formal lan-
guage can be difficult [10]. For this reason, the projection
engine in Figure 2 can be defined using learning algorithms
that have learned the most likely path for any given vessel,
given sufficient historical data.

3.3 If-Then Rules
Anomaly detection to support the analysis of potential
threats requires the explicit specification of anomalies that
are important to military users. In a sense, one could sim-
ply use a machine learning algorithm to determine “normal”
behaviour, and then flag all “not-normal” behaviour as an
anomaly. There is, however, a problem with this approach.
It is possible for a learning algorithm to be trained over time
to accept undesirable behaviour as normal behaviour.

Example Suppose that every fishing vessel from a given
country follows the same pattern of behaviour. First the ves-
sels go to a designated, legal fishing area and fish for three
days. Upon completion of three days of fishing, the vessels
return home and continue fishing the entire way. Since the
path home includes controlled fishing zones, this activity is
illegal.

The preceding example is a plausible case where an
”anomalous” fishing activity may not be flagged by a learn-
ing algorithm. The reason it will not be flagged is because
the behaviour happens every time the vessels return home.
As such, this behaviour may come to be accepted as nor-
mal behaviour that is not worth flagging. Clearly this is a
problem, as we would like to detect this activity.

In order to flag this kind of activity, it is preferable to

1929



incorporate some expert defined rules in the system that ex-
plicitly specify anomalies that should be detected. In this
case, one might check the speed at which ships return home
to see if it is consistent with fishing. Eliciting expert knowl-
edge in the form of rules is a topic that has been studied
extensively using established techniques, such as question-
naires [2], [11].

3.4 Revising Expert Beliefs
The final reasoning component of our high-level system for
anomaly detection is related to the revision of projected be-
liefs. In our framework, this process will occur frequently
because projected behaviours of vessels will not be perfect.
As such, it will often be the case that new observed data will
conflict with the projections. This is exactly the context in
which formal belief revision operators are appropriate: the
initial projections are understood to be error-prone, whereas
the observed data is understood to be very reliable.

As stated in the introduction, belief revision requires a
total pre-order over all possible states of the world. Eliciting
expert knowledge that allows us to define such an ordering
is not a straightforward process. We need to present military
experts with two initial pieces of information:

1. An initial believed state of the world.

2. A new piece of data that is not consistent with 1.

Given these pieces of information, we need to ask the mili-
tary expert to rank all possible alternative states of the world
that explain the new piece of data. There is an established
method to eliciting this kind of ordering, based on card sort-
ing [5]. Hence, it is possible to elicit expert knowledge given
a particular initial believed state. Carrying out this exercise
for every possible configuration of the world would be pos-
sible given enough time with a military expert.

4 Prototype Formalism
4.1 Entities and Relations
In order to demonstrate our approach, we introduce a sim-
plified prototype formalism. We assume a multi-sorted lo-
cation vocabulary involving the following kinds of entities:

• L: A set of locations, represented by integer coordinate
pairs.

• T : A set of discrete time points, including a distin-
guished current time t0.

• V : A set of vessels.

• C: A set of vessel classes.

We assume further the following predicates:

• isAt(v, l, t): Indicates that the vessel v is at the loca-
tion l at time t.

• isType(v, c): Indicates that the vessel v is in class c.

Assume that the set of locations and time points are both fi-
nite, so that we can represent all formulas as ground propo-
sitional formulas. This is a somewhat artificial restriction,
but it allows us to use propositional belief revision opera-
tors.

Assume V = {shipn | n < 1000}, and assume that
C = {merchant, fishing, ferry, terrorist}. For each
vessel v ∈ V , assume that there is exactly one true formula
isType(v, c) and one true formula isAt(v, l, t). For ferries
and fishing vessels, it is possible in practice to specify the set
of coordinates where they can be expected to travel. Hence,
we can define two new classes of formulas:

• fishing(l)

• ferry(l)

The restriction of vessels to these zones can be represented
by axioms of the form:

isType(v, ferry)⇒ (isAt(v, l, t)⇒ ferry(l).

We have an parallel axiom for fishing vessels.
Merchant vessels are not typically restricted to specific

zones, but they do travel predictable routes. Hence, we can
introduce merchant restriction axioms of the form:

isType(v,merchant)⇒ (isAt(v, l, t)⇒ isAt(v, l′, t′).

Axioms of this form describe the restricted paths taken by
merchant ships.

4.2 Information Update
A state is a set of formulas that assigns every vessel a class
and a location at the current point in time. Vessels can also
be assigned locations at future points in time: these are un-
derstood to be projections from the current point. A belief
state is a set of states, which represents the set of all states
that are currently possible. In this manner, uncertainty about
the current state can be represented.

An information update is a set of formulas assigning a
location or vessel type to some subset of the vessels in V .
The main computational task that is faced in this simple for-
malism is how to incorporate the new information. As sug-
gested previously, we propose that an AGM revision opera-
tor ∗ should be used. Hence, if α is he initial belief state and
I is the information update, then the new belief state should
be α ∗ I . The question is then: how should the operator ∗ be
defined?

Rather than formally defining ∗, we simply describe a
heuristic that could be used. In general, vessel locations are
given through automated systems that track ships. These
systems are often voluntary, but the fact remains that spoof-
ing the ship location can be difficult. By contrast, informa-
tion about the ship class is typically obtained from ship re-
ports that are offered by the ship operator themselves. This
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is very easy to spoof. As a result, ∗ is defined so that formu-
las about the ship class are viewed as less reliable than for-
mulas about ship location. Hence, if an information update
indicates that a fishing ship is going well outside a fishing
zone, then the ship type is revised. Depending on the con-
tent, it might be revised to a merchant, ferry, or terrorist ves-
sel. This determination depends on the prevalence of each
kind of ship in a particular context. The important point is
that it is easy to define an appropriate AGM operator ∗ in
any case.

5 Discussion
5.1 Advantages of the Belief Model
We have proposed an approach to anomaly detection that
combines an expert system with a formal model of belief. In
order to justify this approach, we must justify both compo-
nents. There are basically two main justifications for using
an expert system. First, as compared with a machine learn-
ing approach, an expert system does not require a large vol-
ume of training data. This is not an issue for military devel-
opers with access to large volumes of classified surveillance
data. However, for academic explorations, the lack of data
can cause practical difficulties. The second advantage of an
expert system is the fact that the operation of the system is
transparent to military users. This is an important pragmatic
consideration if we hope to convince military users to use
anomaly detection software in safety critical situations. Ad-
ditional advantages of expert systems for anomaly detection
are presented in [13].

For the purposes of the present paper, we are primarily in-
terested in demonstrating the advantages of the proposed be-
lief model. As stated previously, introducing belief change
operators allows an automated anomaly detection system to
use projections more intelligently. Specifically, it allows us
to use projections to reclassify vessels and vessel behaviour
before problems occur. This is a valuable feature in mar-
itime surveillance. The main reason that a belief model can
be useful is because ship behaviour is so predictable based
on the declared class or activity being performed. Given that
experts can identify specific patterns for specific ship types,
it seems worthwhile to use this information for projections.
However, projections are inherently fallible; therefore some
mechanism for resolving erroneous beliefs is required.

Using the AGM model of belief change has several ad-
vantages. First of all, an expert system is inherently defined
in terms of if-then logic. As such, it is natural to define belief
change in the same kind of logical framework. However, the
fact that is seems “natural” does formally not justify the use
of a logical approach over, say, a quantitative probabilistic
approach; but there is a pragmatic justification. In particular,
defining a belief revision operator just requires an ordering
over the plausibility of different states or an ordering over
the reliability of different information sources. For an aca-
demic researcher, it is difficult to define such an ordering in

a reliable manner. However, if an expert system is to be cre-
ated, then experts must be consulted and interviewed in any
case. With this in mind, it is worthwhile to try and determine
if the expert opinions can be used to define an appropriate
revision operator to resolve inconsistencies. Asking a mili-
tary expert to assign quantitative probabilities to all possible
events in not realistic, and it is likely that such probabilities
would not be reliable. On the other hand, it is more reason-
able to a military expert to put different sequences of events
in ranked order of likelihood. As such, it seems that our
approach is based on the most reliable information we can
fairly expect a human expert to provide.

5.2 Future Work
At present, the approach outlined in this paper has not been
implemented, so one direction for future research would be
the development of a prototype system. The easiest way to
develop such a system would be to start with an existing
expert system for maritime surveillance, and then extend
the reasoning component to manage beliefs appropriately.
There are practical problems with this approach, however,
in the sense that military classification makes it difficult to
apply the information obtained for one project to another
project. As such, a more feasible approach to prototype
development would be to start “from scratch” by conduct-
ing interviews and observations of military experts. Since
anomaly detection for military surveillance is a problem of
great practical interest, it is likely that it would be relatively
easy to get access to appropriate operations centre workers.

The second direction for future research would be to im-
prove the logical characterization of the maritime domain.
Note that in our prototype formalism we have used some
predicates that represent properties of entities and some
predicates that represent class relationships. It is well known
that classical logic does not make this distinction explicit,
but it does seem to be important in this domain . As such,
it would be worth reformulating our prototype in a suitable
description logic or formal ontology. However, belief revi-
sion in the context of an ontology is a difficult task. As such,
this theoretical improvement requires significant effort.

6 Conclusion
Maritime surveillance is an important topic from the per-
spective of security, and anomaly detection is one aspect of
maritime surveillance that might benefit from the applica-
tion of automated reasoning tools. In this paper, we have
suggested that existing work based on expert systems could
be improved by introducing suitable belief revision opera-
tors. We presented a high-level architecture as well as a ba-
sic prototype formalism. Although we believe this approach
has a great deal of promise, there are many practical hurdles
that must be overcome before we can develop a true practi-
cal implementation.
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